


 

Ansys workbench was selected on the basis of the 

OptiSLang optimizer plug-in for Ansys workbench which is 

a much faster way to get the results for calibration.  

5. Effect of Thermal Load Distribution at 

Converter layer 

The distribution of the heat load on the EPI and the 

converter layer (see figure 2), i.e. different optical efficiency 

of the phosphor layer and light conversion at the converter, 

influences the simulated Zth (t) curves significantly. 

Different converter types (warm or cold white light) change 

the Zth (t) curve even if the thermal path from junction to 

case remains the same. However, for the overall thermal 

resistance Rth (j-case) the distribution of the thermal load has 

no influence because all thermal flux is passing through the 

EPI layer and the steady state simulation will deliver the 

same result. For calibration the thermal model to the Zth (t) 

curve the impact of the thermal load distribution is 

important and the effect is investigated and demonstrated in 

this section before discussing the numerical calibration 

approach.  

The effect on the transient Zth (t) curve based on various 

different converter layer efficiencies is simulated. Here 

converter efficiency refers to the amount of Popt-blue light 

converted to Popt-white converted. Three different converter 

efficiencies were considered (90%, 70% and 50%) as 

explained in Figure 2 and were then compared with the blue 

LED package, i.e. LED die with no phosphor conversion 

layer (Figure 7). The overall final thermal resistance of the 

device is same for all cases. However, the shape of the Zth 

(t) curve is changed. The higher the converter efficiency the 

greater the slope of the impedance curve i.e. the rise of 

thermal impedance is faster. 

 
Figure 7: Comparison of different converter layer (Note: All 
thermal impedance curves are normalized to measurement Rth 
value and arb.u. stands for arbitrary unit) 

The converter effect was found within the simulation and 

then reproduced by measurements. The converter layer was 

removed from one LED package and the Zth (t) curve was 

measured again. In figure 8 the measurement with and 

without converter is depicted revealing the same effect as 

visible in the simulation. 

 
Figure 8: Measurement results shows similar effect for with and 
without converter (Note: All thermal impedance curves are 
normalized to measurement Rth value and arb.u. stands for 
arbitrary unit) 

6. Calibration 

The first comparison of results obtained from simulation 

using material properties from the data sheet gave a good 

agreement of the simulated curves with the measurement 

curve (see Figure 9) in the early time domain. Two thermal 

impedance curves are obtained after post processing average 

(Tj-avg) and maximum junction temperature (Tj-max) 

respectively. Tj-max for 2- chip module refers to the mean 

of maximum for both the LED dies on the ceramic substrate 

as they are symmetrical to each other. Tj-avg is the average 

temperature of the junction of the LED dies.  The initial part 

of both simulated impedance curve fits well with 

measurement impedance curve. Whereas the impedance 

curve (ZthTj-avg) for the Tj-avg deviates quiet early as 

compared to the impedance curve (ZthTj-max) for Tj-max, 

approximately after 80 ms ZthTj-max also resulting in 

noticeable difference.  

 
Figure 9: Measurement vs. Simulation for 2-chip LED module 
(Note: All thermal impedance curves are normalized to 
measurement Rth value and arb.u. stands for arbitrary unit) 

 Using the simulation thermal impedance curve for different 

component as shown in Figure 10. We can estimate which 

material property can help us to calibrate simulation to the 

measurement curve. The next step was to start with 

calibration process for the curve fitting based on the material 

properties as the parameters. 
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Figure 10: Structure wise thermal impedance curve (Note: All 
thermal impedance curves are normalized to measurement Rth 
value and arb.u. stands for arbitrary unit) 

All the material properties of the LED package i.e. thermal 

conductivities and heat capacities of different components 

were chosen as parameters for the calibration so as to have 

a better agreement between measurement and simulation 

results. No geometric entities were changed. The geometry 

was validated by cross section of LED packages.  

OptiSLang plugin in Ansys workbench was used to calibrate 

the simulated thermal impedance curve with the 

measurement thermal impedance curve. The sensitivity 

analysis was based on a design exploration. This was 

achieved using the design of experiments method (DOE) in 

which various design points are created using  suitable 

sampling method which are available in the optimizer. The 

sampling method depends upon the number of parameters 

and decides the number of design points to explore the 

design space by varying the parameters within the range of 

parameters set by the user. The parameters value can be 

discrete values or set between a certain ranges.  The list of 

parametrized inputs and the measurement results were fed 

into the optimizer using the extraction tool kit (ETK) which 

reads the data of all the nodes from the result file i.e. records 

the junction temperature within the Ansys workbench 

simulation. 

   

Advanced Latin hypercube sampling technique was the base 

in our sensitivity analysis for selecting the design points 

within the pre-defined range of parameters for our 

calibration. The key behind this method as explained in [10] 

is stratification of input probability distribution. 

Stratification divides the cumulative curve into equal 

intervals and then a sample is randomly taken from each 

interval or stratification. 

The schematic diagram in Figure 11 explains the flow for of 

the calibration process. The OptiSLang extraction tool read 

the result file from steady state and transient thermal 

simulation which are then used to evaluate the thermal 

impedance value i.e. Zth (t). 30 design points (DP) were 

made using the Advanced Latin hypercube sampling 

method out of which the best design from the sensitivity 

analysis were selected for the impedance curves for Tj-max 

and Tj-avg. The Meta model of optimal prognosis (MOP) 

with Coefficient of Prognosis (CoP) automatically detects 

the most important parameters and provides the best 

possible meta-model. 

 

 

 

 

 

 

 

 

 
Figure 11: Schematic diagram for calibration process: The parametric material and geometric properties are given to step1 of 
simulation i.e. steady state thermal analysis to heat up the LED module till equilibrium is reached and then simulation step 2 i.e. 
transient thermal analysis where the cooling curve is measured after turning off the thermal load. These data are read by extraction 
tool kit (ETK) and result is stored for each design point in the database for sensitivity analysis. This is repeated for all the design points.
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Figure 12: Calibration results for 2-chip LED module with Tj-max 
and Tj-avg (Note: All thermal impedance curves are normalized 
to measurement Rth value and arb.u. stands for arbitrary unit) 

There are also different optimization techniques such as 

Downhill simplex, Evolutionary algorithm etc. which can 

be used to optimize the best design points from sensitivity 

results. Best design points (DP’s) obtained from the 

sensitivity analysis is shown in Figure 12. Calibration 

results show good fitting for both (ZthTj-max and ZthTj-avg) 

simulated impedance curves with the measurement 

impedance curve. The calibrated material properties for 

both the curves are different. Percentage changes in the 

thermal conductivities and heat capacities of the parameters 

from the initial material properties can be seen in Figure 13 

and Figure 14 respectively. 

 
Figure 13: Percentage change in thermal conductivities for 
calibrated design points for ZthTj-max (t) and ZthTj-avg (t). 

Note: negative changes mean increase in the value 

compared to initial material properties and positive changes 

mean decrease in the value. 

The optimizer drastically changed the thermal 

conductivities of adhesive and thermal grease to get better 

fitting. There were changes in thermal conductivity of well-

known components such as chip. These changes are most 

probably due to surface resistances which are not included 

in the model and lead to lower thermal conductivity when 

the bulk material is fitted. Also slight changes in the material 

properties of phosphor, aluminium and ceramic were 

observed. This can be because e.g. the thermal mass of the 

side coat was neglected in the model. So to overcome their 

effect the optimizer calibrated their effect on to existing 

materials and provided results of the impedance curve 

match very good with the initial part of measurement result. 

 
Figure 14: Percentage change in heat capacities for calibrated 
design points with for ZthTj-max and ZthTj-avg. 

These two parametric sets are now validated on another 

LED module belonging to same family but with different 

number of LED chips and different size of ceramic 

substrate. 

 

7. Validation of the Calibration 
5-chip LED module and 3-chip LED modules from the same 

family were then FE modelled based on dimensions in data 

sheet. Zth curves were also measured for 3-chip and 5-chip 

LED modules. The first simulation was carried out with the 

initial material properties and then with the calibrated sets 

of material property from the 2-chip calibrated module. The 

Zth (t) curve of the 5-chip module was also measured and 

compared with the simulated results (see Figure 15 and 16). 

The Zth Tj-max (t), ZthTj-mean of max (t) and ZthTj-avg (t) for the 5 

chip module were computed using the calibrated set of 

parameters from the 2-chip module. Here ZthTj-max (t) refers 

to the maximum temperature among the five chips i.e. the 

junction temperature of the third chip in the centre and ZthTj-

mean of max (t) refers to mean value of the maximum junction 

temperature for all the 5 LED chips. Since in case of 2-chip 

LED module ZthTj-max (t) and ZthTj-mean of max (t) are same 

because of symmetry so they were not shown separately. 

 
Figure 15: 5-Chip LED module initial simulation with initial 
material properties i.e. without the calibrated properties (Note: 
All thermal impedance curves are normalized to measurement 
Rth value and arb.u. stands for arbitrary unit) 

 

As expected, the simulation with the initial parameter does 

not fit with the measurement result whereas the simulation 
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with the calibrated parameter from the 2-chip module shows 

very good fitting of the ZthTj-avg (t) curves for the 5-chip and 

3-chip LED modules. Simulation and measurements of the 

5-chip module are depicted in Fig. 16. For the 5-chip LED 

module the Zth Tj-max(t) matches with the measurement result 

but the Zth Tj-mean of max(t) fits until approximately 40 

milliseconds. However, the LEDs are in series and the 

average of the maximum temperatures of the LED should 

represent the Zth curve and not the overall maximum 

temperature. Therefore the maximum temperature post 

processing is under further evaluation. However, for the 

average temperature post processing approach (Tj-avg) the 

parameter calibration is valid also for the 5-chip module and 

the calibration is therefore validated for the overall family.  

 
Figure 16: Validation of the calibrated material properties with 
5-Chip LED module (Note: All thermal impedance curves are 
normalized to measurement Rth value and arb.u. stands for 
arbitrary unit) 

8. Conclusion 
This paper demonstrates calibration of thermal FE models 

to the transient thermal impedance curve for a LED family. 

Modern optimizers allow reducing the calibration work-

load for the engineers by a factor of 10. As soon as the 

calibration work-flow is set-up the engineer hours needed 

for calibration are low and computational time of a standard 

workstation is solely in the range of several days.  Any 

modern FE tool can be used as long as it allows coupling 

with optimizers which are able for CAD and thermal 

parameter access and simulation automation. Transient 

thermal FE model calibration should be seen as the new state 

of the art for thermal modelling of semiconductors.  

The accuracy of calibration for LEDs can be improved by 

parameter separation, e.g. calibrating the blue LED package 

first followed by controlled modification (converter 

attachment, glob top).  Further investigation for appropriate 

temperature data post processing will be performed. Taking 

the average temperature of the EPI layer gives appropriate 

results for LED packages under investigation. For thermal 

analysis of white LEDs the findings of the recent years, i.e. 

the impact of the converter on the Zth (t) curve has to be 

implemented to avoid misinterpretation of the structure 

function and the thermal interfaces.  
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